Network Advisory:
Creating a Comprehensive Dashboard

Part 1 of a 2-part Network Member Case Study on Data Center Cooling Efficiency Optimization

Produced by Michael O’Neil, Contributing Analyst

Based on contributions from Uptime Network Members and Jay Dietrich, Sr. Research Director, Uptime Intelligence
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Topics of Discussion

* An effective dashboard can facilitate
efficiency gains, sustainability and
operational benefits.

* Including cross-functional inputs
supports key objectives.

* Providing this sample dashboard can

assist member organizations
building their own systems.
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About this case study

An Uptime Network Member offered to share details of its measurement-based approach to
quantifying cooling system inputs and performance.

e The initiative was driven by the need to address public sustainability commitments. The firm
committed to a strategy of reducing emissions by optimizing data center cooling systems.

e Across-functional (IT and facilities) team was established. The team settled on the use of
cooling efficiency ratio (CER) to monitor and improve cooling system performance.

e The team identified existing measurement points and installed new sensors and meters to
enable real-time reporting of CER (and other critical operational metrics).

e This report explores the creation of the holistic dashboard that delivers a high-resolution
view of power and operational metrics for cooling, electrical, and IT infrastructure systems.
A companion document provides a deep dive into CER itself.
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The case organization’s strategy hinged on its
ability to ‘connect the dots’ across multiple IT
and facility factors. Key data inputs included:

= Power usage information from utilities, IT
infrastructure, and building systems.

= Water usage information from utilities and (where
applicable) well systems.

= Cooling information from chillers, computer room
air handlers (CRAH), towers and pumps.

= Carbon impact calculated from power usage and
grid factors.

= |T equipment information reflecting device
category, age and manufacturer.

= Maintenance information from ticketing systems.

= Facilities event information from facility logs.
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Facility Metrics

Data Center Power Usage:

« Total power used and cost within the data center
(utility meter).

* |IT power — measured from UPS.

Enables seasonal trend analysis of facility.

Thermal Metrics:

« DCIM thermal metrics for all rack and individual
servers in the data hall

and CPU temperatures

Data is used to avoid hot spots or over-cooling.
Future support planned for delta-T (temperature)
analysis.
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Data Center Power Usage

2024 January 2024 February 2024 Maech

Month
x

All v

Sum of Power Cost

$1.98M

Average Monthly Power Cost

$198K
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2024 Apri 2024 May
e Monthly Power Usage kWh
Year
2024 v
Average of Cost per kWh
$0.08

2024 June 2024 July

Monthly Power Cost

Average Monthly Power Usage
kWh

2.35M

I5M

$19,848
2024 August 2024 September
Sum of Power Usage kWH
23M

2024 October



Server Inlet Temps Mapped Across Raised Floor

# > Capacity > Capacity Planning
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Server Inlet Temp by Rack Elevation

# > Capacity > Capacity Planning
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Facility metrics

Data Center Water Usage:

e Total water used from utility-sources and well water.
e Cost of water

Delta-Power through Time:
e Real time IT UPS power demands, identifying daily and
monthly changes
Tracks benefits of removal of old, under-utilized
equipment and refresh and consolidate projects.
Addresses health and efficiency of IT infrastructure.

Data Center Operational Data
e Facility maintenance orders

e Mean time to repair tracking
Facilitates pro-active maintenance strategies.
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Data Center Water Use

8N
862 _——
$689.73
52 51 74 4 67 45 25 36 60 48
2024 January 2024 February 2024 March 2024 Apnil 2024 May 2024 June 2024 July 2024 August 2024 September 2024 October
Water Cost ===Total Usage Per Thousand Gallons ==—=\ater Usage Per Thousand Gallons = Well Usage Per Thousand Gallons

= Month Year AverageMonthly Water Cost Average Monthly Water Usage Average Monthly Cost per
oCl bc2 per Thousand Gallons Thousand Gallons

Al v 2024 B4 $692.36 49.88 $14.02
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DC Delta Power — UPS Power Capacity Increase/Decrease

15 1 4 - 26 = 45 - —
. — <0 = - 36
-18
- > e

June 2023 July 2023 August 2023 September  October  November December January 2024 February March 2024 Apnl 2024 May 2024  June 2024  July 2024 August 2024 September  October  November
2023 2023 2023 2023 2024 2024 2024 2024

@ incresse @Decrease

oct _ \iear Month Starting KW _d Ending_KW _relation KW change_d
November 2024 0.54 51.88 5134
October 2024 3.06 2735 2428
— September 2024 0.85 67.28 66.42
6/1/2023 113072024 © August 2024 484 4112 36.28
July 2024 7.85 21.39 13.53
O O June 2024 4042 63.19 2278
Total 41239 639.32 226.93
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Operational Metrics :
Power usage effectiveness (PUE): ®
. Total data center power usage divided by power g
delivered to IT equipment. i
. Tracks balance of IT power demand and cooling _‘ | 9 ®

demand & &
Continuously analyzes UPS capacity utilization, building 2%
load, and IT load (all in kW) and integrates contextual
information on facility events, —t

Carbon Usage Effectiveness (CUE): s

. Total carbon emissions attributable to data center AT i
energy consumption divided by the IT equipment —
energy consumption. R

Accounts for the carbon intensity of different electric

grids and emissions from backup generators. P

Best used to compare different data center locations

and year to year reductions in carbon emissions at

individual locations.
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Power Usage Effectiveness (PUE)

4536 4536 4536 4536 4536 4536 4536 4536 4536 4536 4536 4536 4536 4536 4536 4536 4536 4536 4536
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uptime

INSTITUTE

DC1



Carbon Usage Effectiveness (CUE)

L 744 0.744
0.748
2024 January 2024 February 2024 March 2024 Apnl 2024 May 2024 June 2024 July 2024 Avgust 2024 September 2024 Ocroder
< = i o
All v 2024 v

- : 0.00 079 1.58
Carbon Usage Effectiveness (CUE) is a performance measurement that helps determine the amount of greenhouse gas (GHG) Y e
emissions produced per unit of IT energy consumed within a data center. It provides an effective way to measure the carbon footprint
and thus the environmental impact of data center cperations. CUE was introduced by The Green Grid dedicated to advancing energy 2 co2
efficiency in data centers and business computing ecosystems. This measurement complements the Power Usage Effectiveness (PUE) ":n’e Month(kl:)

metric, another Green Grid creation that indicates the energy efficiency of a data center,
The formula is as follows using Emission factor of .373 for DC1 & .474 for DC2 1.11M

CUE = Total CO2 emissions (kg) / Total IT Energy (kWh)
This ratio gives a clear view of the carbon emissions associated with the IT load of a data center,
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Operational Metrics

Water Usage Effectiveness (WUE):

. Total facility water consumption (liters/year) divided
by energy used by IT equipment (the denominator
in the PUE equation).

WUE compliments PUE by accounting for water used by
the cooling system: energy efficiency is improved at the
cost of higher water use.

DCIM base energy & cost tracking

. DCIM data to assess energy consumption,
efficiency, and energy costs of distinct IT
infrastructure subsystems.

Enables assessment of the financial and carbon
benefits of energy and water efficiency projects

Filters are used to assess IT systems by age, device
counts, power demand, and IT capacity to target
candidates for refresh and consolidation.

Enables chargeback for IT services including x86
compute, network, storage, and mainframe.
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Water Usage Effectiveness

283 285
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‘Water Usage Effectiveness (WUE) is a metric developed by The Green Grid to measure Data Center sustainability in terms o
of water usage and its relation 1o energy consumption, WUE is the ratio between the use of water in Data Center systems

and the energy consumption of the IT equipment. The lower a data center's WUE ratio is, the mare efficient the use of

water resource is. The average data center has a WUE of 1.8L per 1kWh. Data centers with a WUE of 0.2 L/kWh or less use

less than one cup of water for every kilowati-hour consumed by IT equipment,

d.65

The formiula to calculate WUE is:
WUE = Data Center Water Consumption {in liters) / IT Equipment Energy (in kilowatt hours)
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DCIM Devices/kWh/Cost/Carbon
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Data Center Installs
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Installation Count and KW

Count of serial_num ® Sum of kw_used

2024 January 2024 February 2024 March 2024 April 2024 May 2024 June

Device Type
Appliance
Console Switch
Disk Storage Device
Firewall
Hardware Management Cons...

Midrange

2024 July 2024 August

644

Sum of kW Installed

2024 September 2024 October 2024 November

1696

Count of Devices Installed
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Data Center D
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ecommissions

Serial Count and KW by Year and Month

Serial Count ® KW

13
2024 January 2024 February 2024 March 2024 April 2024 May 2024 June

Device Type
Appliance
Blade Server Chassis
Console Switch
Disk Storage Device
Firewall

Hardware Management Con...

43

2024 July 2024 August

1,022

Total kW Redeemed

Detail Info

2024 September 2024 October 2024 November

2,046

Count of Devices Decommissioned
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IT Metrics

Targeted Decommissioning:

. Tracks the improvements in energy and sustainability N 7
performance driven by decommissioning and/or refresh
of older IT equipment, above and beyond the typical
refresh cycles that occur naturally over time, focusing
on the devices that have lost oversight from IT teams.

Hardware Utilization Summary:

» Device counts, energy use, and equipment utilization are
monitored to continuously assess the ‘health’ of the IT system.

« The data can be filtered by facility, age, and manufacturer.
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Targeted Decommissioning Impact
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Device Decommission Count by Year, Month and Targeted Count

323

o Coa

103

63

February April May

2024

Targeted Count © (Blank) @ targeted

DC Influence Carbon Reduction DC Influence KW Saving

358 59

Total Carbon Reduction Total KW Saving
(Tons)

August September

Cost Savings Avoidance - DC Influence

$65,461

Cost Savings Avoidance - Total
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Hardware Summary and Utilization

4/8/2024 1:47:35 PM

Device Count - DCIMS

6555 65 Device Count
5944
Sep 2023 Oct 2023 Dec 2023 Jan 2024 Feb 2024 Mar 2024 Apr 2024
O Q
report_date site age_years device_type manufacturer
ga03 ® B DC1 0 7 O ] A10
[1Dbc2 (] Appliance [C] Acme Packet
4/8/2024 B (O—) .
[[] Blade Server Chassis 7] Adva
O O [] Console Switch [] AlterPath
[] Control Unit [] Arista
[] Disk Storage Device [] Aruba
@ Back (] Firewall [] AudiCodes
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Key Observations

Integrating facility and IT metrics provides a powerful, unified view of efficiency.
IT efficiency is a critical part of overall data center performance.

Creating a joint IT/facilities team with shared goals and metrics improves outcomes—the whole
is greater than the sum of its parts. The team meets bi-weekly.

Dashboards like this require commitment: both to the system’s build and upkeep, and to acting
on the insights it generates.

The initiative required minimal new investment—existing meters, sensors, and data feeds
provided the needed inputs.

Real-time dashboard analysis drives improvements in both business and sustainability
performance.

These systems require thoughtful, sustained effort—but deliver fact-based insights that validate
or challenge assumptions in data center operations.
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About this document: This Case Study report was prompted by an interaction with an Uptime
Network member in the second half of 2024. Contributing Uptime experts included Jay Dietrich.

Please contact Scott Killian at or Matt Stansberry at

if you would like to schedule a discussion with an Uptime expert
on building a cooling efficiency dashboard system or related topics.
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